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Abstract
Consider the following questions:

Obligation: If S is unable to X, is S obligated to X7
Permission: If S is unable to X, is S permitted to X7

Obligation has received a great deal of attention in ethics and allied
fields. Many are convinced that it should receive a simple answer: always
‘no’. In this paper, I focus on Permission, a question which has received
much less scrutiny. I consider two simple answers to Permission—always
‘no’ and always ‘yes’—and show that, granted plausible background as-
sumptions, they have significant implications for the theory of obligation,
on the one hand, and the theory of ability, on the other. I then develop
a more sophisticated answer on which the meaning of permission claims
has a counterfactual aspect. Among other things, this theory clarifies the
relationship between permission and ability, and sheds new light on the
connection between permission and obligation.

1 Introduction

T am interested in the following question: if an agent S is unable to X, what is the
status of Xing in S’s moral economy? In other words, what are S’s obligations
and permissions with respect to Xing? It will be helpful to divide this question
into two subquestions:

Obligation: If S is unable to X, is .S obligated to X7

Permission: If S is unable to X, is S permitted to X7

Obligation has received a great deal of attention in ethics and allied fields.
Many are convinced that it should receive a simple answer: always ‘no’. This is
usually discussed under the guise of the so-called “ought implies can” principle:

*Thanks to Bob Beddor, Sam Carter, Peter Fritz, Dmitri Gallow, Simon Goldstein, Brian
Hedden, Ben Holguin, Joe Horton, Harvey Lederman, Annina Loets, Milo Phillips-Brown and
Robbie Williams for helpful discussion. All errors are my own.
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OUGHT IMPLIES CAN (0IC): If S ought to X, then S is able to X.
O0X — AX

By contraposition, OIC is equivalent to the claim that if an agent is unable to
X, then they are not obligated to X:

INABILITY IMPLIES NO OBLIGATION: If S is unable to X, then S is
not obligated to X.

-AX —- -0X

Thus, proponents of 0IC maintain that the answer to Obligation is always ‘no’.
Although oIc has its detractors, it remains a popular principle.! For instance,
some argue that it best explains our judgments about examples such as the
following:

(1) a. I ought to snap my fingers and thereby end all suffering in the uni-
verse (Graham, 2011).

b. You ought to travel back in time and prevent the crusades (Streumer,
2007).

These claims are infelicitous, and it is argued that this is captured by o1c. For
example, even though it would be a good outcome, I am not able to end all
suffering by snapping my fingers. Thus, given 01C, (1a) is false, accounting for
its unacceptability. Similar remarks apply to (1b).2

In this paper, I focus on Permission, a question which has received much
less scrutiny. I consider two simple answers to Permission—always ‘no’ and
always ‘yes’—and show that, granted plausible background assumptions, they
have significant implications for the theory of obligation, on the one hand, and
the theory of ability, on the other. For example, I show that the answer always
‘no’ implies the principle of “ability excluded middle”, which is a controversial
claim in the theory of ability modals (Kenny, 1975, 1976):

ABILITY EXCLUDED MIDDLE (AEM): S is able to X or S is able to
not X.

AXVA-X

And T show that the answer always ‘yes’ is incompatible with the plausible
principle of “weakening” for ‘ought’ claims (Cariani, 2013, 2016):

IThe literature on OIC is vast. Proponents include Moore (1922), Prichard (1932), Ross
(1939), Sapontzis (1991), Griffin (1992), Streumer (2003, 2007, 2010), Vranas (2007), Zim-
merman (2008), Smith (2010), Schroeder (2011), Hedden (2012), Mason (2019). Critics in-
clude Lemmon (1962), Williams and Atkinson (1965), Brouwer (1969), Trigg (1971), Fraassen
(1973), Heintz (1975), Brown (1977), Sinnott-Armstrong (1984, 1988), Rescher (1987), Saka
(2000), Fischer (2003), Graham (2011), King (2019).

2See, for example, Streumer (2007) for an argument for oIC from examples such as those
in (1).



WEAKENING: If S ought to X and S ought to Y, then S ought to
(X orY).

(OX &0Y) = O(X VY)

Since we should avoid these implications, we should not give simple answers
to Permission. Instead we should answer ‘(only) sometimes’. This entails that
there are actions X and Y such that (i) S is unable to perform either, and (ii) S
is permitted to X, but S is not permitted to Y. For example, it is plausible that
the actions curing cancer and committing genocide conform to this pattern. We
may suppose that you are neither able to cure cancer nor commit genocide, yet
intuitively (2a) is true but (2b) is false:

(2) a. You are permitted to cure cancer.
b. You are permitted to commit genocide.

This response, in turn, raises a further question: what accounts for the norma-
tive difference between actions such as curing cancer and committing genocide
such that the former is permissible but the latter is not? In answering this ques-
tion, I propose a novel analysis of permission. On this account, the meaning of
permission claims has a distinctively counterfactual aspect; an agent’s permis-
sions are intimately connected to the moral value of counterfactual situations in
which they perform the relevant action. To illustrate, when we evaluate (2a) we
take into account counterfactual situations where you cure cancer. Since such
situations are at least as good as any situations that you are actually able to
bring about, (2a) is predicted to be true. On the other hand, when we evaluate
(2b) we take into account counterfactual situations where you commit genocide.
Since such situations are worse than any situations that you are actually able
to bring about, (2b) is predicted to be false.

To be clear, I am not the first to maintain that certain deontic modal con-
structions have a counterfactual aspect.®> However, as I will show, my theory
differs from existing accounts in important ways. Apart from making explicit
the connection between permission and ability, my account helps to clarify the
relationship between permission and obligation. Along the way, we will also shed
new light on a number of topics at the intersection of ethics and action theory,
for instance the conception of agentive ability relevant for assessing an agent’s
obligations, and the notion of optionhood appropriate for moral theorizing.

The paper is structured as follows. In §2 I discuss some of my main background
assumptions. Then in §§3-4 I consider the always ‘no’ and always ‘yes’ answers
to Permission, respectively. In §5 I put forward a more sophisticated answer,
and argue that permission has a counterfactual element. §6 briefly concludes.

2 Preliminaries

In §3 I consider a view on which the answer to Permission is always ‘no’.
But before we get there, in this section I want to make some of my central
assumptions clear.

3See, for example, von Fintel and Tatridou (2008, 2023), Willer (2014), Silk (2021), Stojnié
(2024), and the discussion in §5.3.



First, our discussion is confined to ‘ought’ (and its cognates, e.g. ‘have to’,
‘must’, etc.—also see below) and ‘may’ (and its cognates, e.g. ‘permitted’; ‘al-
lowed’, etc.) as they are used to express concepts in normative ethics. These
modals can be used to express other types of relations, for example so-called
“epistemic oughts”, but these won’t be relevant in what follows.* We will also
deploy modals such as ‘can’ and ‘able’. These terms express a notion of agentive
ability, i.e. they appear as agentive modals. It is a good question how exactly
to interpret these expressions, and we will return to this issue in §3.2. But as a
rough first-run gloss: they denote an ability concept that is stronger than phys-
ical possibility, and likely involves a notion of agentive control.> As for logical
forms, I assume that all of the modals of interest denote a relation between an
individual and an action (which, for simplicity, I'll model simply as a property
of individuals).

Second, it is common for theorists to distinguish between “objective” and “sub-
jective” normative concepts.® Roughly speaking, subjective obligations and per-
missions track a subject’s normative commitments given their (possibly limited)
state of information; while objective obligations and permissions track a sub-
ject’s normative commitments given all of the relevant information. As far as I
can tell, this distinction doesn’t make any essential difference to my arguments.
That said, some theorists have argued that 01C is more plausible when ‘ought’
is interpreted objectively; while others argue that 01C is more plausible when
‘ought’ is interpreted subjectively.” Thus, to the extent that an answer to Per-
mission entails OIC, the attractiveness of this answer could depend on whether
‘ought’/‘may’ are taken to denote objective or subjective moral concepts (for
instance, see §3).

Finally, there is evidence that necessity modals differ in the strength of nor-
mative commitment that they express. ‘ought’ is taken to express a relatively
“weak” normative concept, whereas modals such as ‘have to’, ‘must’, and ‘obli-
gation’ are taken to express a comparatively “stronger” one.® To motivate this,
note that the examples below are perfectly felicitous:

(3) a. [The following is displayed on a sign in a restaurant bathroom.]
Customers ought to wash their hands, but employees have to. (von
Fintel and Iatridou, 2008)
b. [You are on a flight and the seatbelt light has just been turned off.]
You ought to keep your seat-belt fastened, but you don’t have to.

4See Yalcin (2016), Hawthorne (2021), Boylan (2023) for more on epistemic oughts.

5See King (2019), Schwarz (2020) for a discussion of how ‘able’ and ‘can’ should be in-
terpreted in the context of principles such as o1c, and see Mandelkern et al. (2017), Willer
(2020), Boylan (2022), Mandelkern (forthcoming) for recent work on the fine-grained semantics
of these expressions. Also see §3.2 for a discussion of Mandelkern’s arguments in particular.

6See, for example, Prichard (1932), Parfit (1984, 2011), Jackson (1991), Hedden (2012),
Zimmerman (2006, 2008, 2014), Mufioz and Spencer (2021) among many others.

"For arguments against a subjectivist interpretation of oIc, see Graham (2011, 2021) and
King (2019) (though neither Graham nor King endorses 01C even when ‘ought’ is interpreted
objectively). For arguments against an objectivist interpretation of o1c, see Mason (2003),
Andrié (2017).

8The observation goes back at least to Sloman (1970). Also see Wertheimer (1972), Jones
and Porn (1986), McNamara (1996), von Fintel and Iatridou (2008), Silk (2021), von Fintel
and Iatridou (2023) for discussion.



If ‘ought’ and ‘have to’ expressed the same moral concept in (3a), then the
example would be infelicitous, owing to constraints on the use of ‘but’ (for
instance, ‘Ann is happy, but Bill is happy’ is infelicitous because there is no
obvious contrast between the two conjuncts). And (3b) would be incoherent. I
am sympathetic to the idea that there are important differences between ‘ought’
on the one hand, and ‘have to’, ‘must’, etc. on the other. However, in this paper
I will follow much of the ethics literature and essentially ignore these differences
by assuming that ‘ought’ expresses a strong moral concept.’ In particular, I
will assume that the relevant reading of ‘ought’ expresses a notion of moral
obligation. Those who find this troubling are welcome to substitute ‘have to’,
‘must’, or some other strong necessity modal for ‘ought’ in my arguments; this
shouldn’t lead to any dialectical loss. Indeed, in some cases it will be more
convenient to consider the behaviour of strong necessity modals rather than
‘ought’, so I move freely between these expressions in what follows.'°

3 No

The first answer to Permission which we will consider is relatively straightfor-
ward: always ‘no’. That is, it consists of the following principle:

INABILITY IMPLIES NO PERMISSION: If S is unable to X, then S is
not permitted to X.

-AX — -MX

It will be more helpful to focus on the contraposed version of this claim, which
is equivalent to “may implies can”:

MAY IMPLIES CAN (MIC): If S may X, then S is able to X.
MX — AX

MIC has received little attention in the literature.!’ Nevertheless, many ethical
theories are committed to this principle. Consider accounts on which an agent’s
moral economy is constrained by the agent’s “options” in context. Roughly
speaking, an agent’s option space in a context constitutes the range of ac-
tions eligible for deontic status, i.e. the actions which an agent can be obli-
gated /permitted to perform. Crucially, it is widely maintained that ability is a

9For instance, Zimmerman (2008) assumes that on the relevant reading, ‘ought’ expresses
a notion of all-things-considered moral obligation.

10For example, I use ‘have to’ in constructions that feature wide-scope negation, since ‘ought’
tends to sound awkward in such configurations; compare ‘Ann doesn’t have to donate $10 000
to charity’ with ‘It’s not the case that Ann ought to donate $10 000 to charity’ (von Fintel,
2012, Iatridou and Zeijlstra, 2013).

1 One exception is Hughes (2018). Hughes examines arguments for oIC from considerations
involving the purported “action guidance” properties of obligation. He maintains that in order
for such arguments to go through, action guidance would need to provide justification for mIC.
However, he argues that action guidance does not support MiC. Hughes leaves it open whether
there are other motivations for MiC, and does not directly consider whether or not this principle
is valid (fn.12, 10).



necessary condition on optionhood. Indeed, many accounts make option-actions
“thin” and easy to achieve exactly because theorists take it as a fixed point
that options must be actions which agents are able to perform.'? Thus, many
“option-sensitive” theories validate mic.'?

Granted that obligation asymmetrically entails permission, MIC is a straightfor-
ward strengthening of o1C. Consequently, those who reject o1C will reject MIC
as well (along with the always ‘no’ answer to Permission). It is a good ques-
tion whether OIC is valid, and I have some sympathy with those who answer
negatively.'* However, I want to remain neutral on oIC as much as I can here.
Instead, I want to draw out some consequences of MIC which do not stem from
oIC alone. Regardless of one’s stance on 01C, I argue that MIC is problematic.

3.1 wmiIc and natural language

First, natural language provides some evidence against MIC. To make this vivid,
consider the following case:

Cruise: Bill and Charlie are on a cruise ship when the weather turns
stormy. They get washed out to sea and will drown if they are not
rescued. Ann is the only person on board who is able to help them.
However, it is common knowledge that she only has one lifesaver
available to her. So, Ann can save exactly one of Bill or Charlie, but
not both.

(4) a. Ann is permitted to save both Bill and Charlie.
b. Ann is not permitted to save both Bill and Charlie.
c. It is morally wrong for Ann to save both Bill and Charlie.

To my ears, and those of my informants, (4a) is felicitous, but (4b) is not. This
can be made even sharper if we analyse ‘It is morally wrong for S to X’ as ‘S
is not permitted to X’. For then (4c) should be true given MIC, and yet this
sentence is unacceptable.

More generally, it is often fine to assert ‘S is permitted to X’ when X would
be a good outcome, even if it is common knowledge that it is impossible for S

12For instance, some philosophers maintain that options should be identified with “ba-
sic actions” familiar from action theory (Howard-Snyder, 2005), others maintain that they
are minimally realizable movements (Koon, 2020), and yet others argue that they are inter-
nally individuated mental states: tryings (Jeffrey, 1983), willings (Joyce, 1999), intendings
(Broome, 2013), decisions (Pollock, 1995, Hedden, 2012), or a sui generis type of planning
state (Schwarz, 2021). But even those who permit options to be more robust types of actions
still maintain that optionhood carries an ability constraint, for example see Portmore (2019).

13Some theories appeal to options in a more limited fashion. For instance, a fairly popular
style of analysis maintains that S ought to X just in case “S Xes follows from S’s best options”.
On many existing attempts to fill in the right-hand side of this biconditional, it is predicted
that ‘You ought to not cure cancer’ is true, since it is common knowledge that you cannot
cure cancer (Cariani, 2013, Cariani et al., 2013, Hedden, 2015, Blumberg and Hawthorne,
2023). Given DUALITY introduced below, (5a) (‘You are permitted to cure cancer’) below is
predicted to be false. More generally, these accounts predict that actions which are known to
be unperformable are never permitted.

14For relevant discussion, see the work cited in fn.1 as well as §5.1.



to bring X about. Correspondingly, ‘S is not permitted to X’ often sounds bad
in these circumstances. To repeat an example from §1, it seems safe to assume
that you are not able to cure cancer, and while (5a) is felicitous, neither (5b)
nor (5¢) is:

(5) a. You are permitted to cure cancer.
b. You are not permitted to cure cancer.

c. It is morally wrong for you to cure cancer.

For a final data point here, note that “~A-X — —-M-X is an instance of IN-
ABILITY IMPLIES NO PERMISSION. Given DUALITY (introduced below), this is
equivalent to mA—-X — OX which is the claim that if an agent cannot help
but X—that is, they are compelled to X—then they are obligated to X. This
predicts that examples such as the following should be true and thus acceptable:

(6) a. If Ann is compelled to gamble, then she ought to gamble.

b. If serial killers are compelled to murder people, then serial killers
ought to murder people.

In fact, they are strikingly infelicitous.'®

3.2 MIC and control

It is widely accepted that the ability concept expressed by agentive modals such
as ‘able’ and ‘can’ is control-entailing: in order for S to be able to X, Xing
needs to be under S’s control in a substantive sense.'6

CONTROL: If S is able to X, then Xing is under S’s control.

Given CONTROL, MIC can be shown to be problematic in two ways.

3.2.1 AEM

Our first argument appeals to DUALITY:

DUALITY: S ought to X iff it’s not the case that S may not X.
0X < -M-X

15Thanks to Annina Loets for suggesting that I consider how INABILITY IMPLIES NO PERMIS-
SION interacts with compulsion, and for bringing the examples in (6) to my attention.

16 A control constraint on ability is endorsed by Kenny (1975, 1976), Fusco (2020), Willer
(2020), Boylan (2022), Kikkert (2022) among others. It’s a good question how to interpret the
control concept that is being employed here. The literature provides several options. But we
don’t need to get into this, since on almost any construal of ‘control’, it will be shown that
MIC has problematic consequences.




DUALITY says that ‘ought’ and ‘may’ are duals, and is widely endorsed in both
the ethics literature as well as the literature on deontic modals.'” Some moti-
vation for it comes from the fact that denials of this principle sound uniformly
terrible:

(7) a. # Ann has to save exactly one person but she is permitted to not
save exactly one.
b. # Ann is neither permitted to save exactly two people nor does she
have to not save exactly two.

Note that Ann is unable to save exactly two people in the Cruise case. Nev-
ertheless, (7b) borders on sounding incoherent. This suggests that the pattern
underlying DUALITY holds even when agents are unable to perform the target
actions.

Assuming DUALITY, MIC implies “ability excluded middle”:

ABILITY EXCLUDED MIDDLE (AEM): S is able to X or S is able to
fail to X.

AXVA-X

As noted above, MIC entails O1C. Thus, given that we are assuming MIC, we may
use OIC below. The argument goes as follows:

(I) OXV-0X TAUTOLOGY
(2) OX PREMISE

(3) AX 2, o1C

(4) AXVA-X 3

(5) -0OX PREMISE

(6) M-X 5, DUALITY
(7) A-X 6, MIC

(8) AXVA-X 7

(9) AXVA-X 1,258

The tension between CONTROL and AEM can be brought out by cases such as
the following:'8

Target: Ann is given the opportunity to push a button which she
knows will launch a rocket. She also knows that if the rocket is
launched, it will land within a square field far from her location. The
field is divided into two halves: the northern half and the southern

17Most theorists that I am aware of either implicitly assume DUALITY, or explicitly endorse
this principle; see for example Zimmerman (2008). Furthermore, DUALITY is valid on the
standard intensional frameworks used to model natural language modals, for example the
influential theory of Kratzer (1977, 1981, 1991, 2012) (see §5.2 for a presentation of Kratzer’s
account).

18 This general style of example originates with Kenny (1975, 1976). This case differs from
Kenny’s only in that it is made explicit that Ann will hit the field no matter how she acts, so
that her failing to hit one half of the field is equivalent to her hitting the other half.



half. At noon, she pushes the button, and the rocket is launched.
Shortly after noon, she is given a joystick whose movements influence
the rocket’s path. However, she has no idea (i) where exactly the
rocket is heading, or (ii) how the joystick’s movements impact the
flight of the rocket, and has no means of finding out this information.

(8)

a. (Shortly after noon) Ann is able to hit the northern half of the field.
b. (Shortly after noon) Ann is able to hit the southern half of the field.
c.

(Shortly after noon) Ann is able to hit the northern half of the field
or Ann is able to hit the southern half of the field.

CONTROL implies that none of (8a)-(8c) is true in context, since Ann does not
have any control over the flight of the rocket. However, AEM implies that at
least one of (8a) or (8b) is true (and thus that (8c) is true). For suppose (8a) is
false. Then by AEM, Ann is able to not hit the northern half of the field. Given
that she pushed the button at noon, either she will hit the northern half of the
field, or she will hit the southern half of the field. So, the only way for her to
not hit the northern half of the field is if she hits the southern half of the field.
That is, if (8a) is false, then (8b) must be true.!?

3.2.2 OUGHT-TO-ABILITY

The argument to AEM given above appeals to DUALITY. However, assuming
CONTROL we can put pressure on MIC even without this principle. Consider the
following claim:

OUGHT-TO-MAY: If S ought to (X or V), then S may X or S may
Y.

O(X VY) = (MX vV MY)

OUGHT-TO-MAY is very plausible, and I am not aware of any purported coun-
terexamples in the literature. But it is straightforward to show that OUGHT-TO-
MAY and MIC imply:

OUGHT-TO-ABILITY: If S ought to (X or V), then S is able to X or
S is able to Y.

O(XVY) = (AX VAY)

But OUGHT-TO-ABILITY is incompatible with CONTROL. For instance, consider
a variant of the Target case where if Ann chooses to launch the rocket and hit
the field, ten innocent lives will be saved. And if she chooses not to launch the
rocket, the ten will be killed. Then ‘Ann ought to hit the field’ (= ‘Ann ought
to hit the northern half of the field or the southern half of the field’) is true.
But as discussed, given CONTROL Ann is unable to hit the northern half of the
field and she is unable to hit the southern half of the field.

19We can make this argument a bit more precise if we assume that ability is closed under
known conditional entailment. Then given (i) that it is common knowledge that if Ann does
not hit the northern half of the field then she will hit the southern half of the field; and (ii)

Ann is able to not hit the northern half of the field; it follows that Ann is able to hit the
southern half of the field.




3.2.3 CONTROL vs SUCCESS

Although CONTROL is a popular principle, it has recently been challenged by
Mandelkern (forthcoming). Mandelkern’s key observation is that claims such as
(8a) and (8b) can be felicitously embedded under probability and possibility
operators. For instance, one can hear (9) as felicitous, and it is acceptable to
reply to (10a) with (10b):

(9) Ann might be able to hit the northern half of the field.

(10) a. What is the chance that Ann will be able to hit the northern half of
the field?

b. 0.5.

However, as Mandelkern points out, it is difficult to square this data with a
commitment to (8a) not being true. For example, if (8a) is false, then it will be
knowably so by competent speakers. But this makes the felicity of the reply in
(9) rather surprising. On the view which Mandelkern defends, successful perfor-
mance of an action is sufficient for the agent to be able to perform the action.
That is, he endorses SUCCESS:

SuccCEss: If S Xes, then S is able to X.

SUCCESS explains why (9) is true: for all we know Ann might end up hitting the
northern half of the field, so for all we know she might be able to do so. And
although a claim such as (8a) is not known to be false, it is also not known to
be true which explains why it is not assertible.

Mandelkern’s observations are intriguing, but I don’t think that they undermine
a control constraint on ability, at least on the relevant sense of ‘ability’. I suggest
that although not every notion of agentive ability carries such a constraint, the
ability concept which interacts with obligations and permissions (in other words,
that which is relevant for the evaluation of oic and mic) does.?’ To motivate
this, consider denials of ability. Suppose that shortly after noon you order Ann
to hit the northern/southern half of the field. It would be perfectly acceptable
for her to respond by saying ‘I can’t! (I don’t know how)’, and not be forced to
hedge by saying ‘I'm not sure if I can’. Moreover, it is generally taken as a data
point that disjunctions such as (8c) are unacceptable (Kenny, 1976, Boylan,
2022). However, it is quite difficult to see why this should be if agentive modals
could not express a control-requiring ability concept.?!

Finally, even those who reject OIC maintain that some obligations are abil-
ity entailing (Graham, 2011, King, 2019). For instance, Graham (2011) main-
tains that so-called “positive duties”—duties ‘demanding that certain things be
done in certain situations’ (377)—such as saving someone’s life, are ability con-
strained.?? This allows us to argue for a control constraint as follows. Suppose

20 As far as I can tell, the claim that the ability concept undergirding oIC carries a control
requirement is widely endorsed in the ethics literature. See, for example, (Portmore, 2019) for
a detailed defence of it.

2IMandelkern does not discuss disjunctions such as (8c), or the fairly widespread judgment
that they are infelicitous.

22G8ee §5.1 for further discussion of Graham’s account.
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we add the following details to the Target case (as common knowledge): Bill is
suffering from a deadly disease and is trapped in the northern half of the field;
the rocket is carrying a cure for the disease. Consider the following claims:

(11) a. Ann has an obligation to/ought to/has to hit the northern half of
the field.

b. Ann has an obligation to/ought to/has to save Bill’s life.
Ann might have an obligation to hit the northern half of the field.
b. Ann might have an obligation to save Bill’s life.

(13) a. What is the chance that Ann has an obligation to hit the northern
half of the field?

b. What is the chance that Ann has an obligation to save Bill’s life?

—
—_
[\

~
o

I submit that (11a)-(12b) are straightforwardly false, and the only reasonable
response to (13a)-(13b) is ‘0’. A natural explanation of these facts is that Ann
does not have an obligation to hit the northern half of the field/save Bill’s life
because she is unable to do these things, in the relevant sense of ‘able’. Plausibly,
this sense involves a notion of agentive control.?3:24

Although proponents of CONTROL will find MIC particularly problematic, it
is worth noting that even those who endorse SUCCESS should be reluctant to
adopt MIC. For as we saw in §3.1, claims such as (4a)(‘Ann is permitted to
save both Bill and Charlie’) and (5a) (“You are permitted to cure cancer’) are
acceptable. But the relevant actions here are not just ones for which the agents
lack requisite control, they are more deeply unperformable. For instance, it is
common knowledge that there is no outcome whereby Ann ends up saving both
Bill and Charlie. So, even those who go in for relatively “thin” conceptions of
agentive ability, e.g. those sympathetic to SUCCESS, should think that we can
know that Ann is not able to save both Bill and Charlie.

230ur argument here makes contact with the discussion in Schwarz (2020). Schwarz main-
tains that the ability concept relevant for the interpretation of obligations such as those
expressed by (11a)/(11b) is fairly demanding, and requires something like agentive control.
His central argument for this claim rests on the principle that if S knew that they were able
to X and knew that Xing would prevent some tragedy (e.g. Bill’s death) at little to no cost
to themselves, then S has an obligation to X (5). However, as mentioned above, approaches
such as Mandelkern’s do not predict that a claim such as (8a) is knowable by Ann. Still, if the
ability concept relevant for assessing Ann’s obligation towards Bill did not carry a control con-
straint, then one would expect modalized claims such as (12a) and (12b) to be felicitous; and
one would expect answers to (13a) and (13b) of the form ‘@’, where > 0, to be acceptable.

24Some might be concerned that if the ability concept which undergirds (at least some)
obligations/permissions requires a measure of agentive control, then this will undermine DU-
ALITY. For instance, suppose you are able to push one of two buttons: A or B. You know that
if you push button A, there is a 50% chance that ten people will be saved, and a 50% chance
that the ten people will be killed. You also know that if you push button B, the ten people
will be killed. Assume that ‘You ought to save the ten people’ is false because you are not
able to save the ten, in the relevant sense of ‘able’. Given DUALITY, this implies that ‘You
are permitted to fail to save the ten people’ is true. However, the latter is infelicitous when
uttered out-of-the-blue. In response, I maintain that ‘You are permitted to fail to save the ten
people’ is misleading but nevertheless true. It is misleading because it suggests that you are
permitted to push button B. But this suggestion can be canceled: it is perfectly acceptable to
assert ‘You are permitted to fail to save the ten people, but you are not permitted to push
button B’. Thanks to Ben Holguin for helpful discussion here.
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3.2.4 Presupposition

Some might be tempted to respond to the arguments in §§3.2.1-3.2.2 by appeal-
ing to the phenomenon of presupposition. A popular approach in philosophi-
cal semantics sees presuppositions as preconditions for truth and falsity.2> The
thought is that Mi1C should be construed in terms of presupposition: ‘S may X’
is neither true nor false—it is “undefined”—if S isn’t able to X. With presup-
positions in the picture, there are choice points as to how to define the notion of
validity. On one popular conception—so-called “Strawson validity” (see §5.2)—
it can be shown that the arguments of §§3.2.1-3.2.2 are rendered harmless. For
instance, we will only be able to derive AX VA—-X from OXV-0X if we assume
A-X, which is uncontroversial.

However, there are straightforward problems with this approach. For one thing,
we observed that claims such as (4a)(‘Ann is permitted to save both Bill and
Charlie’) and (5a) (“You are permitted to cure cancer’) are felicitous. But un-
defined sentences are usually assumed to be unassertable. For example, (14)
presupposes that there exists a unique King of France:

(14) The King of France is happy.

Given that this presupposition isn’t satisfied, (14) is unacceptable.26

For another, an important feature of presuppositions is that they project: even
when presupposition-carrying sentences are embedded, the conditions they im-
pose can escape these embedded environments (Chierchia and Mcconnell-Ginet,
2000). For example, (15a)-(15d), just as much as (14), imply that there exists a
unique King of France:

(15) The King of France isn’t happy.
Is the King of France happy?

If the King of France is happy, then his subjects will be happy too.

o Tp

Bill believes that the King of France happy.

By contrast, none of (16a)-(16d) imply that Ann is able to take an additional
class (the class could conflict with her job schedule):2”

(16) a. Annisn’t permitted to take an additional class.

25See, for example, Strawson (1950), Heim (1983). Note, however, that the criticisms below
do not hang on adopting a three-valued logic in order to model presuppositions. For instance,
our arguments would also go through on pragmatic approaches, for example those defended
by Stalnaker (1974), Schlenker (2009).

26von Fintel (2008) observes that an example such as ‘T didn’t have breakfast with the King
of France this morning’ is felicitous, even though standard theories of presupposition predict
that this sentence also presupposes that there exists a unique King of France (see below for
further discussion of the projection properties of presuppositions). However, negation appears
to be playing a special role here, since ‘I had breakfast with the King of France this morning’
is clearly unacceptable. Importantly, examples such as (4a) and (5a) do not feature negation.

270ur observations here make contact with arguments given by King (2017). King considers
a view on which ‘ought’ claims presuppose ability, but maintains that ability fails to project
from obligation, undermining the proposal.
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b. Is Ann permitted to take an additional class?

If Ann is permitted to take an additional class, then all of the other
students will be as well.

d. Bill believes that Ann is permitted to take an additional class.

Overall, projection tests militate against assimilating ability to a presupposition
of permission claims.?® It is worth emphasizing that there is no problem with
building presuppositions into the meaning of deontic modals per se. Indeed, my
positive approach developed in §5.2 makes crucial use of definedness conditions
on permission claims. But as we will see, these are more sophisticated than a
simple ability presupposition.

4 Yes

The second answer to Permission which we will focus on is also straightforward:
always ‘yes’. That is, it consists of the following principle:

INABILITY IMPLIES PERMISSION: If S is unable to X, then S is per-
mitted to X.

—AX - MX

Given DUALITY, by contraposition this is equivalent to the principle “ought
implies can not”:

OUGHT IMPLIES CAN NOT (OICN): If S ought to X, then S is able
to fail to X.

00X — A-X

OICN says that whenever S is obligated to do something, they are able to do
otherwise.

28]t is also helpful to consider a related diagnostic. It is usually infelicitous to express
uncertainty as to whether a given claim holds, but then use an expression that carries that
very same claim as a presupposition:

(17) a. #TI'm not sure whether there exists a King of France, but I doubt that the King
of France is happy.

b. # I’'m not sure whether there exists a King of France, but if the King of France is
happy, then his subjects will be happy too.

By contrast, ability doesn’t pattern this way; the examples below are perfectly acceptable:

(18) a. I'm not sure whether Ann has time to take an additional class, but I doubt that
she is permitted to.

b. I'm not sure whether Ann has time to take an additional class, but if she is per-
mitted to, then all of the other students will be as well.

13



Unlike MIcC, OICN has been discussed a fair bit in the literature. It has its sup-
porters, but is also rejected by several theorists.?? Most arguments against OICN
are case-based, and take it to be obvious that subjects can be prohibited from
doing things that they are unable to do. For instance, some have argued that a
claim such as (19a) is straightforwardly true and (19b) is straightforwardly false
given DUALITY, even if you are unable to commit genocide, lacking the means
or the psychological profile (Elzein, 2020, 39).3°

(19) a. You are obligated to not commit genocide.

b. You are permitted to commit genocide.

I’'m sympathetic towards this criticism, but here I want to draw out some of
the structural features of OICN. More precisely, I consider how this principle
interacts with the logic of obligation.3!

The main result is that OICN is incompatible with the following highly plausible
principle:

WEAKENING: If S ought to X and S ought to Y, then S ought to
(X orY).

(0X & 0Y) = O(X VY)

Indeed, even those who are willing to give ‘ought’ a non-normal modal logic go
to great lengths to validate WEAKENING.3?

The key observation is that OICN and WEAKENING imply COMPULSION:33

29Proponents of oICN include Haji (2002), Zimmerman (2008), Lockie (2018); critics include
Hughes (2018), Elzein (2020), Spafford (2020). The debate usually concerns the principle
“ought not implies can”, but this is equivalent to OICN granted plausible assumptions, e.g.
that oughts are closed under logical equivalence.

30Elzein (2020, 41) also puts forward a more sophisticated argument from attitude embed-
ding that is worth mentioning. She claims that one can be certain that it would be impermis-
sible for me to “leave the house with a kitchen knife and stab to death the first person I see”.
However, one might also be unsure whether I am able to perform this action—perhaps this
would be impossible for me owing to the strength and speed of the first person I see. But this
pattern in attitudes puts pressure on OICN given that it is irrational to assign higher credence
to p than ¢ when it is known that p entails q.

31That said, I will register a concern with 0ICN which comes from cases such as the following.
You are able to push one of two buttons: A or B. You know that if you push button A, ten
people will be saved. You also know that if you push button B, there is a 50% chance that the
ten people will be saved, and a 50% chance that the ten people will be killed. Intuitively, ‘You
ought to save the ten people’ is true here. However, assuming that ability requires a measure
of agentive control, you are unable to fail to save the ten (after all, if you push button B, there
is only a 50% chance that you will fail to save the ten). Thus, given OICN, ‘You ought to save
the ten people’ cannot be true.

32For example Cariani (2013). Also see Cariani (2016) who criticizes a range of analyses of
‘ought’ on the grounds that they do not validate WEAKENING.

33Here is the argument:

(1) —-A-(XVY) PREMISE

(2) —-O(XVY) 1, oicN

3) —-O0Xv-0Y 2, WEAKENING
(4) —-A-~(XVY)— (-OXVv-0Y) 1,3

14



COMPULSION: If S is compelled to (X or Y'), then either S does not
have to X or S does not have to Y.

-A-(XVY)— (-0X Vv -0Y)
But coMPULSION is undermined by cases such as the following:

Charity: The town where Charlie lives contains two charitable clubs:
Club A provides food for people in need, and Club B cares for rescued
animals. When Charlie turns 13, she can choose to join Club A, Club
B, or both clubs. If she makes no choice, then she will automatically
be admitted to either Club A or Club B, at random (this happens
to all 13-year-olds in the town). Joining both clubs would be best.

(20) a. Charlie is compelled to join at least one of the following: Club A or
Club B.

b. Charlie ought to join Club A.
¢. Charlie ought to join Club B.

Charlie will become a member of at least one of the clubs no matter what
she does, i.e. (20a) is true.>* Moreover, I submit that any adequate theory of
‘ought’ should predict that both (20b) and (20c) are true in context. After all,
it is widely maintained that one of the primary theoretical roles of the notion
of obligation is that it is central to the practice of giving and receiving (moral)
advice.?> And we would not hesitate to advise Charlie to both join Club A and
join Club B. But the pattern in (20) clearly contravenes COMPULSION. This
should give those who are tempted to endorse INABILITY IMPLIES PERMISSION
as an answer to Permission pause before accepting this principle.

5 Sometimes

We have seen that straightforward answers to Permission—namely always ‘yes’
and always ‘no’—have problematic consequences. Since we should avoid these
consequences, we shouldn’t give simple answers to this question. We must answer
‘(only) sometimes’.

Since INABILITY IMPLIES NO PERMISSION fails, there are actions X such that S
is unable to perform X, and S is permitted to X. And since INABILITY IMPLIES
PERMISSION fails, there are actions Y such that S is unable to perform Y, and
S is not permitted to Y. Putting things together, there are actions X and Y
such that (i) S is unable to perform either, and (ii) S is permitted to X, but S
is not permitted to Y. Let us call such pairs of actions inability-permission pairs
for S. It will be helpful to have some concrete inability-permission pairs on the
table. One plausible candidate comes from the Cruise case discussed earlier:

341 express ‘S X or Y’ as ‘S does one of the following: X or Y’ in order to ensure that
disjunction takes narrow scope with respect to the embedding operator.
358ee, for example, Schroeder (2011) among many others.
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(21) a. Ann is permitted to save both Bill and Charlie.

b. Ann is permitted to blow up the cruise ship and kill everyone on
board.

(21a) is intuitively true, but (21b) is intuitively false, even though Ann is un-
able to either save both Bill and Charlie or (we may assume) blow up the ship.
Another candidate consists of (22a) and (22b), both of which were briefly con-
sidered earlier:

(22) a. You are permitted to cure cancer.

b. You are permitted to commit genocide.

We noted that (22a) is intuitively true, but (22b) is intuitively false, even though
you are unable to either cure cancer or commit genocide.

We have arrived at an answer to Permission. But this answer raises further
questions. For it is natural to be puzzled as to how the actions which form
inability-permission pairs can differ in terms of their normative status. For ex-
ample, how can curing cancer have positive moral valence for you but com-
mitting genocide have negative moral valence for you, even though you cannot
perform either action? More generally, can we say something systematic about
what distinguishes actions which form inability-permission pairs? Let us call
this question Difference:

Difference: Where X and Y are actions which form an inability-
permission pair for S, what accounts for the normative difference
between X and Y, i.e. why is S is permitted to X, but not permitted
to Y7

In §5.2 I show that Difference can be given a satisfying answer. In the course
of providing this answer, I will develop a novel account of permission.

5.1 Ability and the moral fabric

Before attempting to answer Difference, it will be instructive to briefly contrast
the status of Permission with that of Obligation (repeated below):

Obligation: If S is unable to X, is S obligated to X?

Those who reject always ‘no’ as an answer to Obligation reject oic. For in-
stance, they say that the following claims are true, even though the relevant
agents are unable to act otherwise:

(23) a. [George, an evil neurosurgeon, can manipulate Jones’s brain in such
a way that will ensure that Jones kills Smith. George observes Jones
and will only intervene if Jones is about to decide not to kill Smith
(Frankfurt, 1969).]

Jones ought to refrain from killing Smith.
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b. [Kerry is a severe kleptomaniac and cannot stop herself from stealing
whenever she is given the opportunity. Dave has left his wallet on
his desk.]

Kerry ought to refrain from stealing the wallet.

But they also reject always ‘yes’ as an answer. For instance, they do not maintain
that the claims below are true (repeated from §1):

(1) a. I ought to snap my fingers and thereby end all suffering in the uni-
verse (Graham, 2011).

b. You ought to travel back in time and prevent the crusades (Streumer,
2007).

That is, those who reject 01C answer ‘(only) sometimes’ to Obligation: there
are actions X (e.g. killing Smith) and Y (e.g. preventing the crusades) such
that (i) S is unable to perform either, and (ii) S is obligated to X, but S is not
obligated to Y. This raises a puzzle analogous to Difference from above: what
accounts for the normative difference between the actions X and Y such that
the former is obligatory but the latter is not? Why are facts about obligation
configured like this?

Let us focus on one of the more developed answers to this question that I am
aware of, namely that given by Graham (2011, 372-379). On this worldview,
morality is ultimately comprised of a collection of fundamental principles, or
rules, whose content consists of general obligations, e.g. you ought to elimi-
nate suffering, you ought not harm others, etc. Particular moral obligations
are derived from these principles given the situations that agents find them-
selves in. Crucially, some fundamental principles are ability-entailing and others
are not. More specifically, principles demanding that things be done in certain
situations—so-called “positive principles”—are ability-entailing; while princi-
ples forbidding that things be done in certain situations—so-called “negative
principles”—are not ability-entailing. Thus, obligations which are derived from
negative principles hold regardless of whether the agent is able to perform the
relevant action. By contrast, obligations which are derived from positive princi-
ples only hold if the agent is able to perform the relevant action. This explains
the difference between the examples in (23) and (1): (23a) expresses a negative
duty, and therefore holds regardless of whether Jones is able to refrain from
killing Smith; while the obligation expressed by (1b) holds only if you are able
to travel back in time and prevent the crusades (which you are obviously not
able to do).36

This is not the place to assess the merits of Graham’s proposal, or the gen-
eral moral framework which it assumes. Instead, I just want to point out that
this picture of the structure of morality does not obviously explain the sorts of
contrasts which we are interested in, for instance that between (22a) (‘You are
permitted to cure cancer’) and (22b) (“You are permitted to commit genocide’).

36King (2019, 68-76) provides a similar explanation for the contrast between (23) and (1).
The key distinction she proposes is that between “natural obligations”—which are ability
entailing—and “non-natural obligations” —which are not. However, as King herself recognizes,
the natural/non-natural distinction is not altogether very sharp.
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More precisely: this framework explains why (22b) should be false, but it does
not account for why (22a) should be true. Presumably, ‘You ought to refrain
from committing genocide’ expresses a negative duty, and therefore (22b) is
false given DUALITY. However, you are obligated to cure cancer is presumably a
positive duty, and therefore you only have this obligation if you are able to cure
cancer. Since you aren’t able to do this, you don’t have the obligation. Given DU-
ALITY, this means that “You are permitted to not cure cancer’ is true. But this
doesn’t imply that (22a) should be true. As far as I can see, it would be consis-
tent with this general moral framework that you are obligated to refrain from
curing cancer. In short: selectively building ability constraints into the fabric
of obligation doesn’t account for the heterogeneity of permission which follows
from a ‘sometimes’ answer to Permission. A different style of explanation is
needed.

5.2 Counterfactual permission

A fairly intuitive thought is that the answer to Difference is tied to what agents
do in counterfactual situations. For instance, if you were to cure cancer, then
this would be a good outcome; and if you were to commit genocide, then this
would be a (very) bad outcome. These counterfactual scenarios appear to be
relevant for determining what your actual permissions are.

There are several ways of making the connection between permission and coun-
terfactuality explicit. I will use some of the ideology of contemporary philosoph-
ical semantics, namely the popular framework for modelling modal concepts
which originates with the work of Angelika Kratzer. As we will see, apart from
allowing us to make the central ideas precise, this account provides a way of
handling some fairly subtle data points around permission claims. On this anal-
ysis of deontic concepts, moral notions are evaluated relative to a background
domain of possibilities. I propose that the connection between permission and
counterfactuality should be articulated in terms of requirements on the back-
ground domain. To put the idea roughly: it only makes sense to ask whether S
is permitted to X if the most counterfactually similar possibilities where S Xes
are included in the domain. In what follows, I spell this out more concretely.

On the Kratzerian picture, modals operate as quantifiers over a restricted do-
main of possibilities.3” This domain is fixed by two contextually determined
parameters: (i) the modal base B, which is the broad set of possibilities relevant
for evaluating the modal, and (ii) the ordering source, which provides an order-
ing > of the possibilities in the modal base.?® Where M is a modal, and Q
expresses its associated quantificational force, the general idea is that ‘M¢’ is
true just in case ¢ is true at @y of the top-ranked worlds in the modal base. To
make this more explicit, theorists make use of a function BEST(-,-) that takes
a modal base and an ordering and yields the set of top-ranked worlds as deter-

37See, for example, (Kratzer, 1977, 1981, 1991, 2012).

38Gtrictly speaking, both the modal base and the ordering source are relativized to worlds,
but I will generally suppress this here. Also, the term “modal base” is often used ambiguously
in the literature: sometimes it is used to mean the set of propositions that are intersected to
determine the modal domain (or the function from worlds to such sets), while other times it
is used to mean the modal domain itself. I use it in the second way here.
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mined by the ordering. We can simplify by restricting our attention to scenarios
where the modal base is finite. In this case, BEST can be presented as follows:

Specification of top-ranked worlds

For any modal base B, and ordering >:
BEST(B, >) = {w' € B | -3w"” € Bsuch that w” > w" and v’ 2 w"}.

The schematic entries for ‘must’ and ‘may’ are below (expressions are evaluated
relative to a triple consisting of a world w, modal base B, and ordering >):

Standard analysis of ‘must’

‘Must ¢’ is true relative to (w, B, >) iff Yw' € BEST(B,>): ¢ is true
at w'.

Standard analysis of ‘may’

‘May ¢’ is true relative to (w,B,>) iff Jw’ € BEST(B, >): ¢ is true
at w'.

On this view, different modal flavors (e.g. epistemic, deliberative, deontic,
bouletic, etc.) correspond to different values of the two parameters B and >.
For deontic modals, the ordering > is determined by the dictates of morality,
or moral goodness: w > w’ iff w is at least as good as w’, morally speaking. To
have something a bit more concrete to work with, I'll assume that the ordering
is dictated by broadly utilitarian considerations, so that w > w’ iff at least as
many lives are saved in w as in w’. As for B, I contend that its composition is
key to answering Difference.

I maintain that claims of permission place requirements on the modal base
used in their evaluation. ‘S may X’ can only be assessed for truth or falsity
if B contains worlds where S Xes. In fact, not just any worlds where S Xes,
but the most counterfactually similar worlds where S Xes. Let us call this the
counterfactual condition on claims of permission. To make this condition more
explicit, we can appeal to a similarity function siMm(-, -) which is widely employed
in theories of counterfactual conditionals (Stalnaker, 1968, Lewis, 1973). This
function maps worlds (w) and propositions (p) to propositions, and intuitively
takes each proposition p to the set of worlds maximally similar to w in which p
is true.3? Then the entry for permission claims is as follows:

COUNTERFACTUAL PERMISSION
‘S may X’ is defined relative to (w, B, >) only if simM(w, S Xes) C B.

If defined, ‘S may X’ is true relative to (w, B, >) iff 3w’ € BEST(B, >):
S Xes at w'.

39This function is usually taken to obey the following constraints: (i) Success: sSiM(w, p) C p;
(ii) Strong Centering: siM(w,p) = {w}, if w € p; and (iii) Uniformity: If siM(w,p) C q and
siM(w, q) C p, then siM(w,p) = siM(w, q). See Starr (2022) for a detailed discussion of these
conditions, among others.
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The counterfactual condition is implemented as a definedness constraint, or
presupposition, of permission claims. As we will see, this is key to capturing the
target phenomena.

First, we want to explain the contrast between (21a) and (21b) (repeated from
above):

(21) a. Ann is permitted to save both Bill and Charlie.

b. Ann is permitted to blow up the cruise ship and kill everyone on
board.

It is natural to assume that in most normal contexts, the modal base B against
which these claims are evaluated does not include worlds where Ann does the
impossible, e.g. save both Bill and Charlie or blow up the ship. This follows from
standard characterizations of the modal base appropriate for deontic modals on
which this parameter is taken to track a collection of “relevant facts” (Kratzer,
1977). At least by default, it is plausible that Ann lacking the ability to save
both Bill and Charlie or blow up the ship will be contextually relevant. (I will
return to the standard conception of the modal base, and its default status, in
§5.4.)

Given that B does not contain worlds where Ann either saves both Bill and Char-
lie or blows up the ship, COUNTERFACTUAL PERMISSION predicts that both (21a)
and (21b) should be undefined, or suffer from presupposition failure. However, it
is well known that presuppositions can be accommodated. Roughly speaking, a
presupposition is accommodated if it is not accepted by the conversational par-
ticipants prior to the target utterance, but comes to be accepted ‘quietly and
without fuss’ in the course of evaluating the utterance (von Fintel, 2008).4° For
instance, it is standardly assumed that possessive constructions, e.g. ‘my sister’,
trigger existence presuppositions, so that ‘My sister is a lawyer’ presupposes
that I have a sister. But it has been widely observed that this presupposition is
easily accommodated: even if you have no idea that I have a sister (or even if
you are quite sure that I have no siblings), I can felicitously assert things like
‘I'm having lunch with my sister this afternoon’. In the course of evaluating my
utterance, you come to accept that I have a sister.

I submit that the counterfactual condition on claims of permission is, in general,
very easy to accommodate. In effect, this means that an assertion of (21a)
relative to B triggers domain expansion. Thus, (21a) is not evaluated relative
to B, but rather the expanded domain By, which is obtained by combining B
with the set of most similar counterfactual possibilities where Ann saves both
Bill and Charlie (Bpotn = B U SIM(w, Ann saves Bill and Charlie)). Since saving
both Bill and Charlie is at least as (morally) good as anything that Ann is able
to do, there are some worlds in BEST(Bpotn, >>) where Ann saves both Bill and
Charlie.*! That is, (21a) is true as evaluated relative to Bpot,. More generally,
(21a) will be true, if defined, thus accounting for its felicity.

40Classic work on the phenomenon of accommodation includes Stalnaker (1970, 1973, 1974),
Kartunnen (1974), Lewis (1979). von Fintel (2008) provides a helpful overview.

41 We should not assume that saving both Bill and Charlie would be better—in the operative
sense of “better”—than anything that Ann is able to do, since then BEST(Bpoth, =) would not
contain any worlds where Ann saves exactly one person. However, claims such as ‘Ann is not
permitted to save exactly one person’ are unacceptable, and they do not improve when uttered
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Similarly, an assertion of (21b) relative to B triggers domain expansion to
Bplow-up Which is obtained by combining B with the set of most similar
counterfactual possibilities where Ann blows up the ship (Bpiow-up = B U
siM(w, Ann blows up the ship)). Since blowing up the ship is (morally) worse
than anything that Ann is able to do, there are no worlds in BEST(Bpiow-up; >)
where Ann blows up the ship. That is, (21b) is false as evaluated relative to
Boiow-up- More generally, (21b) will be false, if defined, thus accounting for its
unacceptability.

It is worth emphasizing the importance of similarity in the counterfactual con-
dition. For instance, suppose that if Ann had another lifesaver available and
saved both Bill and Charlie, then this would initiate a causal chain leading to a
global catastrophe. In that case, (21a) sounds much worse. Conversely, suppose
that if Ann blew up the ship, then this would initiate a causal chain leading to
world peace. Then (21b) starts to sound better. This shows that permission is
not just sensitive to counterfactual situations where agents perform the relevant
actions, but it is sensitive to the closest, or most similar such situations.

Second, note that if the counterfactual condition was implemented as a straight-
forward entailment of permission claims—and not as a presupposition—then the
robust infelicity of examples such as (4b) and (5b) from §3.1 would not be cap-
tured:

(4b) Ann is not permitted to save both Bill and Charlie.

(5b)  You are not permitted to cure cancer.

For if the counterfactual condition was a regular entailment, then it could be
targeted by negation. In that case, these examples would be true when evalu-
ated relative to any modal base that is ability constrained, e.g. B. By contrast,
as noted in §3.2.4, presuppositions are known to project from embedded en-
vironments, in particular from under negation. Thus, on my account (4b) is
also predicted to presuppose that the background modal base contains the most
similar worlds where Ann saves exactly two lives, i.e. it is equivalent to Bpop-
Assuming that this presupposition is accommodated, (4b) will be evaluated rel-
ative to Bpotn. But this sentence is false relative to Bypotn, accounting for its
infelicity.

Third, we observe that although (24a) and (24b) are both acceptable in the
Cruise case, their conjunction (24c) is infelicitous:

(24) a.  Ann has to save exactly one life.
b. Ann is permitted to save exactly two lives.

¢. # Ann has to save exactly one life, but she is permitted to save
exactly two.

after (21a). Note that the “flattening” of intuitively morally distinct options is fairly common
granted the possibility of supererogatory acts: I am permitted to donate some of my money
to charity, and I am permitted to donate all of my money to charity, even though there is a
clear sense in which the latter is better than the former. See Heyd (2024) for discussion.

21



On the face of it, this pattern is quite puzzling. One way of explaining it appeals
to an independent fact about modal constructions: the parameters relative to
which modals are interpreted cannot easily be shifted mid-sentence. For exam-
ple, consider epistemic interpretations of ‘might’ and ‘must’:

(25) # Amy must be at work but she might be at home.

Presumably (25) is unacceptable because ‘might’ and ‘must’ are being evaluated
relative to the same modal base; and relative to a single modal base both con-
juncts cannot be true together.*? Similarly, given COUNTERFACTUAL PERMIS-
SION and the standard entry for deontic necessity modals, it is straightforward
to verify that relative to a single modal base the conjuncts in (24¢) cannot be
true together.

A related, but more technical account of the unacceptability of (24c) can be
given in terms of so-called “presupposition projection” algorithms.*® Such algo-
rithms calculate the presuppositions of complex sentences given the presupposi-
tions of their parts. One algorithm is provided by the “Weak Kleene” truth-table
which allows presuppositions to project through Boolean connectives. Given
COUNTERFACTUAL PERMISSION, this account predicts that (24c) presupposes
that the background modal base is equivalent to Byotn. Granted the standard
entry for necessity modals, the first conjunct is false relative to Bpotn, which
means that the whole conjunction will be false, if defined.**

Fourth, the unacceptability of (24c¢) is connected to a desideratum concerning
the logic of deontic concepts in light of COUNTERFACTUAL PERMISSION, in par-
ticular the status of DUALITY. In our discussion so far, I (implicitly) assumed
a classical notion of validity which requires preservation of truth at a point of
evaluation. But now that we have presuppositions as part of the meaning of per-
mission claims, more sophisticated notions of consequence can be formulated.
More specifically, consider the notion of Strawson validity (von Fintel, 1999).
Essentially, an argument from a set of sentences I' to a sentence v is Strawson
valid just in case whenever all of the ¢ € I' and ¢ are defined, if all of the ¢ € T’
are true, then ¥ must be true as well. A bit more explicitly:4°

42The point generalizes across context-sensitive expressions: there is independent evidence
that intersentential context shifts are often difficult to achieve. For instance, consider the
behaviour of quantifiers, “weather predicates” such as ‘raining’, and gradable adjectives such
as ‘tall’:

(26) a. # Everyone is asleep but someone is awake.
b. # It’s raining, but it’s not raining.
c. # Mark is tall but he is short.

All of these expressions have been argued to be context-sensitive, so that there exist contexts
such that each conjunct is evaluated as true relative to that context (Stanley and Szabd, 2000,
Kennedy, 2007). Yet each conjunction is unacceptable.

43The literature on presupposition projection is enormous. Important work in this area
includes Karttunen (1973), Heim (1983), and more recently Schlenker (2009).

441 appeal to the Weak Kleene projection algorithm here mainly because it is fairly straight-
forward, but it is not essential to our arguments. Indeed, examples such as (24c) as well as
those below can be shown to be problematic on all existing projection algorithms that I am
aware of (given COUNTERFACTUAL PERMISSION).

45Strawson validity has been used to account for the behaviour of a range of natural lan-
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Strawson Validity:
r I? 1 iff there is no (w, B, >) such that (i) every ¢ € I" and ¢ are
all defined at (w, B, >); (ii) every ¢ € T is true at (w, B, >); and (iii)
¥ is false at (w, B, >).

It is straightforward to verify that DUALITY is Strawson valid (that is: I? 0X +
—M-X), given COUNTERFACTUAL PERMISSION and the standard entry for obli-
gation from above.?6 This ensures that examples such as (7a) and (7b) from
§3.2.1 will be false, if defined, accounting for their infelicity:

(7) a. # Ann has to save exactly one person but she is permitted to not
save exactly one.

b. # Ann is neither permitted to save exactly two people nor does she
have to not save exactly two.

Fifth, I have proposed that the counterfactual condition is part of the meaning
of permission claims. Should we also place this condition on claims of obligation?
That is, should we adopt COUNTERFACTUAL OBLIGATION:

COUNTERFACTUAL OBLIGATION

‘S is obligated to X’ is defined relative to (w,B,>) only if
siM(w, S Xes) C B.

If defined, ‘S is obligated to X’ is true relative to (w, B, >) iff Vw' €
BEST(B, >): S Xes at w'.

?

An important data point here involves claims such as the following;:

(27) Ann doesn’t have to save exactly two people, but she does have to save
exactly one.

Observe that (27) is perfectly felicitous in the Cruise case. However, it is pre-
dicted to be unacceptable given COUNTERFACTUAL OBLIGATION. For existing
presupposition projection algorithms—e.g. Weak Kleene—predict that this sen-
tence presupposes that the background modal base is equivalent to Byotn. This
means that the second conjunct will be evaluated relative to Byotn. But again,
this conjunct will be false relative to Bpotn, which entails that the whole con-
junction should be false. (Note that examples such as (4b) and (5b) provide
independent evidence that the counterfactual condition projects from negation,
and thus that (27) presupposes that the modal base is Bpotn.) This suggests

guage constructions, for example negative polarity items (von Fintel, 1999, Condoravdi, 2010),
conditionals (von Fintel, 2001, Cariani and Goldstein, 2018, Mandelkern, 2021), temporal ad-
verbials (Csirmaz, 2008), and bouletics (Blumberg, 2022).

46More generally, one can show that the set of Strawson validities for our deontic language
corresponds exactly to the set of theorems of a normal modal logic for the operators O and
M. It is also straightforward to verify that the rules of inference which correspond to DUALITY
are Strawson valid, i.e. OX ?“? -M-X.
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an interesting asymmetry between permission and obligation with respect to
counterfactuality: only permission, and not obligation, has the relevant coun-
terfactual aspect (also see §5.3 for further discussion).

Finally, it is worth reflecting on the relationship between permission and ability
given COUNTERFACTUAL PERMISSION. For proponents of CONTROL (the claim
that ability carries a substantial control constraint—see §3.2), accommodating
the counterfactual condition involves accommodating performance not ability.
This is because the counterfactual condition only requires us to include in the
modal base the most counterfactually similar worlds where the subject performs
the relevant action; but given CONTROL these needn’t be the most counterfac-
tually similar worlds where the subject is able to perform the action (since at
such worlds they may not possess the requisite control).” This means that, at
least for those sympathetic to CONTROL, the relationship between permission
and ability will be fairly indirect, and COUNTERFACTUAL PERMISSION should
not be glossed along the lines of “permission implies counterfactual ability”.

5.3 Comparisons

At this point, it will be helpful to compare and contrast our treatment of per-
mission claims with some other phenomena that, at least at first blush, appear
to be related to it.

First, consider an observation involving modal expressions from Lewis (1979,
354-355). Lewis notes that the background domain of possibilities used to eval-
uate natural language modals can shift as the conversation evolves. In particular,
domain expansion is fairly easy to induce by making possibilities conversation-
ally salient. Here is one of Lewis’s cases:

The commonsensical epistemologist says: “I know the cat is in the
carton—there he is before my eyes—I just can’t be wrong about
that!” The sceptic replies: “You might be the victim of a deceiving
demon”. Thereby he brings into consideration possibilities hitherto
ignored, else what he says would be false. The boundary [of the
modal base] shifts outward so that what he says is true. Once the
boundary is shifted, the commonsensical epistemologist must con-
cede defeat. And yet he was not in any way wrong when he laid
claim to infallible knowledge. What he said was true with respect to
the [modal base] as it then was.

This raises the question: is the phenomenon exhibited by the examples in (21)-
(22) just an instance of the more general phenomenon of domain expansion
displayed in Lewis’s case?

4TThere is some evidence that this is the right result. Suppose that you are an inexperienced
darts player and you have been given the opportunity to throw a dart at a dart board. Suppose
also that hitting the bullseye has significant positive moral value. Then ‘You are permitted to
hit the bullseye’ is easily heard as true. But intuitively, worlds where you become an expert
darts player and come to possess control over the flight of the dart aren’t relevant for assessing
this claim. Instead, the only situations that appear to be relevant are ones where your skill at
darts remains at its actual level, but you luckily hit the bullseye.
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Crucially, there are many ways to make possibilities conversationally salient in
a way that triggers the sort of expansion that Lewis is drawing attention to in
the quoted passage. For instance, instead of employing a possibility modal, the
sceptic could have uttered any one of the following:

(28) a. If you were the victim of a deceiving demon, everything would look
exactly as it does now.

b. Victims of deceiving demons cannot tell the difference between ap-
pearance and reality.

c. But holographic cats don’t go in cartons.*®

These would also have undermined the epistemologist’s commonsense knowl-
edge claim—the epistemologist could not happily make their assertion on the
heels of any of these examples. It follows that if the sort of modal base expan-
sion triggered by examples such as those in (21)-(22) was of a piece with that
exhibited in Lewis’s case, then we would expect that it could also be induced
by other sorts of constructions. For instance, presumably the conditionals below
raise to salience the possibility that Ann saves both Bill and Charlie, and the
possibility that you cure cancer, respectively:

(29) a. If Ann was able to save both Bill and Charlie, then they would
forever be in her debt.

b. If you were able to cure cancer, then that would be the best thing
you could do.

Thus, we would expect that everyday obligation claims such as “You have to
visit your grandmother this afternoon’ and ‘Ann has to save exactly one life’
would be undermined by the conditionals in (29). In fact, this is not what we
find: everyday obligation claims remain robustly assertable in the face of these
conditionals. Indeed, contrast (30a) with (30b)-(30c):

(30) a. I don’t know that I have hands, since if I was the victim of a
deceiving demon, everything would look exactly as it does now.

b. # You are not required to visit your grandmother this afternoon,
since if you were able to cure cancer instead, that would be the
best thing you could do.

c. # Ann doesn’t have to save exactly one life, since if she was able to
save both Bill and Charlie, then that would be the best thing she
could do.

Although (30a) is felicitous, (30b)-(30c) sound bizarre. Merely raising possibil-
ities to salience isn’t enough to trigger the sort of domain expansion associated
with the counterfactual condition. Thus, I conclude that the phenomenon of
domain expansion exhibited by Lewis’s case is distinct from the phenomenon

48This example is inspired by Moss (2012), who points out that the phenomenon of domain
expansion via salience is quite general, and can be triggered by a wide variety of constructions.
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captured in COUNTERFACTUAL PERMISSION. (This is not to say that the coun-
terfactual condition is necessarily a sui generis semantic effect—see §5.4 for
further discussion.)

Second, recall the distinction between “weak” necessity modals such as ‘ought’,
and “strong” necessity modals such as ‘must’ from §2. In recent work, Silk (2021)
argues that this distinction should be spelled out in counterfactual terms. One
source of motivation for this is the judgment that forms such as ‘(Must ¢) A—¢’
are infelicitous, but forms such as ‘(Ought ¢) A—¢’ are not:4?

(31) a.  Bill ought to come tomorrow, but he won’t.

b. # Bill must come tomorrow, but he won’t (Palmer, 1990, 123).
(32) a. You ought to help your mother, but you won’t.

b. # You must help your mother, but you won’t (Silk, 2021, 225).

To capture these contrasts, Silk maintains that for each world w in the context
set—the information representing what is common knowledge in the conver-
sational context—the modal base for strong necessity modals at w must be
included in the context set (226). (31b) is unacceptable because the speaker is
trying to place incompatible constraints on the context set: the first conjunct
implies that there will always be worlds in the context set where Bill comes
tomorrow, but the second conjunct implies that there are no such worlds. By
contrast, where w is a world in the context set, the modal base for weak neces-
sity modals at w needn’t be included in the context set. Silk claims that the
modal base for weak necessity modals can even be disjoint from the context
set. This explains why (31a) is acceptable. In order to capture this behaviour of
weak necessity modals, Silk builds a counterfactual element into their meaning
(219-222).50

The foregoing exposition of Silk’s account is fairly sketchy, but we don’t need
to get into further details to see that the counterfactual feature he proposes for
weak necessity modals is distinct from the counterfactual condition. For in the
literature on the weak/strong distinction, permission modals are taken to be
the duals of strong necessity modals, not weak necessity modals.?! This can be
motivated by considering an example from §2:

(33) [You are on a flight and the seatbelt light has just been turned off.]
a. You ought to keep your seat-belt fastened, but you don’t have to.

b. You are permitted to unfasten your seat-belt.

As noted earlier, (33a) is acceptable, illustrating the distinction between weak
and strong necessity modals. But (33b) is also acceptable, which is incompatible

49This observation is discussed by Palmer (1990), Ninan (2005), Willer (2014), Charlow
(2015) among others. Further motivation for the connection between ‘ought’ and counterfac-
tuality is provided by the observation that in many languages, the meaning of English ‘ought’
is expressed by combining a strong necessity modal (e.g. the equivalent of ‘must’ or ‘have to’)
with counterfactual morphology (von Fintel and Iatridou, 2008, 2023).

50Silk sketches several ways of incorporating a counterfactual aspect into the meaning of
‘ought’, but doesn’t endorse any one in particular.

51See, for example, von Fintel and Iatridou (2008, 2023) and the discussion of Silk (2021)
below.
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with permission being the dual of weak necessity. This means that even if we
accept that weak necessity modals have a counterfactual aspect, this will not
automatically carry over to permission claims.?? Indeed, this is reflected in Silk’s
entry for permission modals: as with strong necessity modals, this entry also
implies that for each world w in the context set, the modal base for permission
modals at w must be included in the context set (219). This predicts that claims
such as (21a) (‘Ann is permitted to save both Bill and Charlie’) and (22a) (‘You
are permitted to cure cancer’) cannot be true. So, even if we chose to spell
out the weak/strong distinction along the lines that Silk suggests, this wouldn’t
provide an adequate answer to Permission, or yield a suitable model of the
data considered in this paper.

Finally, a popular analysis of conditionals is the so-called “restrictor theory”
(Kratzer, 1981, 1986). On this account, the primary function of the antecedent
of a conditional is to restrict modal bases of modals which appear in the conse-
quent of the conditional. For instance, in (34) the proposition expressed by the
antecedent is taken to restrict the modal base for the epistemic modal in the
consequent:

(34) If Bill is at home, then Ann must be with him.

The resulting meaning is roughly equivalent to the claim that in all the possi-
bilities consistent with our knowledge where Bill is at home, Ann is with him.??

However, the restrictor analysis faces a challenge when it comes to conditionals
which embed deontic modals. It predicts that forms such as ‘If p, then ought p’
should be trivially true:

(35) If Bill evaded his taxes, then he ought to evade his taxes.

After all, if every world in the restricted modal base for ‘ought’ in the consequent
is one where Bill evades his taxes, then it follows that all of the most highly
ranked worlds in this restricted modal base will be ones where Bill evades his
taxes. But (35) is not trivially true; indeed, it will be false in many contexts.?*

In response, some have argued that deontic modals carry a diversity presuppo-
sition: ‘S ought X’ presupposes that the background modal base B is diverse
with respect to the proposition S Xes, i.e. there are worlds in B where S Xes,
and there are worlds in B where S does not X (Frank, 1997, Condoravdi, 2001).
Given a diversity presupposition, examples such as (35) are not trivially true. For
even if this presupposition is accommodated, it is plausible that worlds where
Bill pays his taxes will be more highly ranked than worlds where he evades them.
It is arguable that a diversity presupposition on permission modals can capture

521t is also worth noting that Silk only allows the modal base for weak necessity modals
to reach outside of the context set; but this doesn’t imply that the modal base can include
worlds where subjects perform actions which are actually unperformable, e.g. curing cancer.

531t is natural to wonder how conditionals which feature no overt modals in their consequents
should be interpreted on the restrictor theory. In this case, proponents of the analysis maintain
that the consequent is embedded under a covert epistemic ‘must’ which gets restricted by the
antecedent. See Rothschild (2011) for discussion.

54For discussion, see Frank (1997), Zvolenszky (2002, 2006), Kratzer (2012), Willer (2014),
Stojnié (2024).
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the contrasts in (21)-(22).5% So, should we understand the counterfactual condi-
tion on permission as a consequence of the more general diversity presupposition
on deontics?

There are at least two reasons why not. For one thing, positing a diversity
condition on deontics is problematic even when we restrict ourselves to the
phenomenon that is supposed to motivate it, namely the interaction between
modals and conditionals.?® For as Zvolenszky (2002, 351-352) points out, some
conditionals of the form ‘If p, then ought p’ are acceptable. For instance, suppose
that the Dalai Lama is an exceptionally even-tempered person, and only gets
angry if he has good reason to be angry. Then (36) is intuitively true:

(36) If the Dalai Lama is angry, then he ought to be angry.

However, we can suppose that (the closest) situations where the Dalai Lama is
not angry are better than (the closest) situations where he is angry. Thus, (36)
would not be true if deontics carried a diversity presupposition.

Second, a general diversity presupposition suffers from similar problems to those
raised above for COUNTERFACTUAL OBLIGATION: it predicts that examples such

s (27) (‘Ann doesn’t have to save exactly two people, but she does have to
save exactly one’) should be unacceptable. For given a diversity presupposition,
standard projection algorithms predict that this sentence presupposes that the
background modal base includes (the closest) worlds where Ann saves exactly
two people, and includes (the closest) worlds where she does not save exactly two
people. But the second conjunct will be false relative to this modal base. And
note that it is no good to respond by saying that worlds where Ann saves both
Bill and Charlie are ranked below those where she saves exactly one of them,
since this would predict that permission claims such as (4a) (‘Ann is permitted
to save both Bill and Charlie’) won’t be true, contrary to observation.®”

55 Although diversity isn’t canonically framed in terms of similarity or closeness, it is straight-
forward to implement the condition this way. For instance, see Willer (2014).

56The restrictor theory of conditionals should not be taken for granted. In particular, there
is an important tradition in philosophy which treats conditionals as devices for referring to
particular worlds (Stalnaker, 1968, 1980, Schlenker, 2004, Schulz, 2014, 2017, Bacon, 2015,
Mandelkern, 2018, Santorio, 2022, Schultheis, forthcoming). It has been argued that this
account is better able to capture various phenomena involving conditionals than the restrictor
theory—see Mandelkern (2018) for discussion.

57Both Willer (2014) and Stojni¢ (2024) develop responses to the ‘If p, then ought p’ problem
on which the modal base relevant for the assessment of ‘ought’ claims includes closest worlds
where the prejacent holds and closest worlds where the prejacent fails to hold, but they do not
capture this condition as a presupposition. I lack the space for a detailed discussion of these
accounts, but I will allow myself some brief remarks. For one thing, Willer appears to maintain
that only weak necessity modals carry this condition (13). Thus, like Silk’s theory considered
above, on Willer’s account permission claims are not predicted to have a counterfactual aspect
to their meaning. Putting this to one side, given the way that Willer implements the condition,
the resulting logic for obligation deviates significantly from that of a normal modal logic.
In particular, given Willer’s analysis it is straightforward to construct counterexamples to
plausible principles such as WEAKENING (see §4). Finally, Willer handles examples such as
(36) by maintaining that they involve uncertainty over which worlds are normatively ideal,
and develops an account on which factual information can resolve this uncertainty (17-19).
But given DUALITY, this account predicts that whenever one is uncertain as to whether one is
obligated to X, one is permitted to X, which appears to be controversial.

As for Stojnié, the way she implements the condition also makes the logic for obligation

28



5.4 Interpretational defaults

TI’ll close this section by returning to the question Difference in light of COUN-
TERFACTUAL PERMISSION:

Difference: Where X and Y are actions which form an inability-
permission pair for S, what accounts for the normative difference
between X and Y, i.e. why is S is permitted to X, but not permitted
to Y7

As we have seen, the answer provided by COUNTERFACTUAL PERMISSION is
relativized to the background domain of possibilities B. However, some might be
unsatisfied with this, on the grounds that it is insufficiently predictive. Without
constraints on B, it might seem like almost any two distinct actions could form
an inability-permission pair.

We can go some way towards allaying this concern by considering the stan-
dard restrictions imposed on the modal base B for the interpretation of deontic
modals. A popular view is that B is a “circumstantial” modal base. What this
means is that B at a world w is determined by a set of “relevant facts” at w:
every world in B is one where each of these facts holds (Kratzer, 1991, 646). As
suggested in §5.2, it is plausible that facts pertaining to an agent’s abilities at
w will often be relevant. After all, there is a reason why many theorists have
been attracted to the view that ability constrains the space of actions eligible
for deontic status, and endorsed principles such as 01C. We can think of ability
facts as something like a default constraint on B: by default, speakers and hearer
assume that B is ability constrained.?® This provides us with a more robust an-
swer to Difference: in many cases, where X and Y form an inability-permission
pair for S, S is permitted to X because Xing is at least as good as anything
that S is able to do, and S is not permitted to Y because Ying is worse than
anything that S is able to do.

Interestingly, the idea that ability forms something like an interpretational de-
fault on permission claims has analogues in other areas of philosophical seman-
tics, namely recent work on bouletic attitudes. A common view in philosophy
and linguistics is that what an agent desires is intimately connected to what
they believe, or more precisely: what they believe to be possible. This has been
justified on both intuitive and theoretical grounds.?® For instance, suppose I am
at my local sandwich shop. Even if it is made salient that lobster is my favorite
food, I can perfectly well utter (37):

(37) I want the ham and cheese.

very weak, and one can construct counterexamples to WEAKENING on her account (1717-
1718). Moreover, Stojni¢ maintains (i) that the modal base prior to counterfactual expansion
is always ability constrained, and (ii) that a permission claim ‘S may X’ presupposes that there
are worlds in the prior modal base where S Xes (1726-1727). This predicts that examples such
as (4a) (‘Ann is permitted to save both Bill and Charlie’) cannot be true.

58See (Sinnott-Armstrong, 1984) for a similar claim.

59See Heim (1992), von Fintel (1999), Levinson (2003) among many others.
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Theorists have concluded that what a subject desires is bounded by their beliefs.
In terms of the framework for modality introduced earlier, this is captured by
maintaining (i) that ‘want’ is a necessity modal; and (ii) the modal base for
desire ascriptions is the subject’s “belief set”: the set of worlds compatible with
everything the subject believes. Then (37) is predicted to be true: the modal
base for ‘want’ can only access doxastic possibilities, and the top-ranked doxastic
possibilities are ones where I get the ham and cheese. Although I prefer lobster
to a ham and cheese sandwich, I don’t believe it’s possible that I will get lobster.

However, it has been observed that such belief constraints do not sit well with the
deployment of desire ascriptions in general. In some cases it seems perfectly fine
to ascribe agents desires for things which the agent believes—or even knows—
they will not get:

(38) a. I want this weekend to last forever (but of course I know it will be
over in a few hours) (Heim, 1992, 199).

b. Al wants to be promoted (but believes he won’t be) [(Grano and
Phillips-Brown, 2022) inspired by (Portner and Rubinstein, 2012)].

c. I want lobster.

Indeed, note that (38c) can easily be heard as acceptable, even when I know
there is no hope of getting lobster.

These data points set up a puzzle: why does desire seem to be intimately con-
nected to belief—as evidenced by (37)—on the one hand, but also disconnected
from it—as evidenced by, for example, (38c)—on the other? A recent answer
has been given by Grano and Phillips-Brown (2022). On this approach, when
p is compatible with S’s beliefs, then ‘S wants p’ is evaluated relative to S’s
belief set B. Given that I believe that it is possible that I get the ham and
cheese, this explains why (37) is true. However, when p is incompatible with
S’s beliefs, domain expansion is triggered and ‘S wants p’ is evaluated relative
to the set B*, which is obtained by combining B with the closest possibilities
(to S’s belief worlds) where p holds.®® Since the closest possibilities where I get
lobster are better (by my lights) than any of the possibilities compatible with
my beliefs, (38¢) is predicted to be true. One way of conceiving of Grano and
Phillips-Brown’s account is that the agent’s beliefs form an interpretational de-
fault for the evaluation of desire ascriptions. Although the modal base for desire
ascriptions isn’t always the agent’s belief set, this set has a default status.%!

6 Conclusion

I focused on the question Permission: if S is unable to X, is S permitted to
X7 1 considered two simple answers—always ‘no’ and always ‘yes’—but showed

60This is a rather rough characterisation of Grano and Phillips-Brown’s view. See their
paper for the details.

61The connection between COUNTERFACTUAL PERMISSION and Grano and Phillips-Brown’s
entry for desire reports is suggestive of a deeper relationship between deontic modals and
bouletics. For further reflections on this relationship, see Jerzak (2019), Blumberg and
Hawthorne (2022).

30



that, granted plausible background assumptions, they have significant implica-
tions for the theory of obligation, on the one hand, and the theory of ability,
on the other. Thus, I answer ‘(only) sometimes’. That is, there are actions X
and Y such that (i) S is unable to perform either, and (ii) S is permitted to
X, but S is not permitted to Y. This raises the question Difference: what
accounts for the normative difference between the actions X and Y such that
the former is permissible but the latter is not? I suggested that the answer in-
volves counterfactual situations where the subject performs the relevant action,
and developed an analysis on which permission claims have a counterfactual
component to their meaning.

One of my aims in this paper has been to present a positive theory of permission;
and the approach I put forward appears to be on the right track. But regardless
of whether this project is ultimately successful, my broader goal has been to draw
out the various consequences of answers to Permission. Overall, I conclude that
Permission is an interesting and challenging question. Hopefully our discussion
brings more attention to it, and opens up the space for other, possibly more
compelling responses to be formulated.
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